ЛЕКЦИЯ 5 КРИВОЛИНЕЙНАЯ КОРРЕЛЯЦИЯ И РЕГРЕССИЯ [УСР]

*1 Корреляционное отношение*

*2 Свойства корреляционного отношения*

*3 Ошибка репрезентативности корреляционного отношения*

1. *Критерий линейности корреляции*

## 1 Корреляционное отношение

Если связь между изучаемыми явлениями существенно отклоняется от линейной, что легко установить по графику, то коэффициент корреляции непригоден в качестве меры связи. Он может указать на отсутствие сопряженности там, где налицо сильная криволинейная зависимость. Поэтому необходим новый показатель, который правильно измерял бы степень криволинейной зависимости. Таким показателем является корреляционное отношение, обозначаемое греческой буквой *η* (*эта*). Оно измеряет степень корреляции при любой ее форме.

Корреляционное отношение при малом числе наблюдений вычисляют по формуле:

![](data:image/x-wmf;base64,183GmgAAAAAAACAWIAUACQAAAAARTQEACQAAA6MCAAAEABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAUgFhIAAAAmBg8AGgD/////AAAQAAAAwP///7D////gFQAA0AQAAAsAAAAmBg8ADABNYXRoVHlwZQAAEAEIAAAA+gIAAAEAAAAAAAAABAAAAC0BAAAFAAAAFAKgAqkEBQAAABMCoAKzFQUAAAAUAioDpQMFAAAAEwIOA94DCAAAAPoCAAACAAAAAAAAAAQAAAAtAQEABQAAABQCDwPeAwUAAAATAtcENAQEAAAALQEAAAUAAAAUAtcENAQFAAAAEwJQAIsEBQAAABQCUACLBAUAAAATAlAA0xUcAAAA+wLA/QAAAAAAAJABAAAAAgACABBTeW1ib2wAAKkKCkCg8RIA2J/zd+Gf83cgIPV3Jgxm3wQAAAAtAQIACAAAADIKggSCCQEAAADleQgAAAAyCkACwAQBAAAA5XkIAAAAMgpAAnANAQAAAOV5HAAAAPsCgP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAABBBwpToPESANif83fhn/N3ICD1dyYMZt8EAAAALQEDAAQAAADwAQIACAAAADIKKQT9DAEAAAAteQgAAAAyCucB6xABAAAALXkIAAAAMgrnAV4MAQAAAC15CAAAADIK5wE7CAEAAAAteQgAAAAyCgADaAIBAAAAPXkcAAAA+wIg/wAAAAAAAJABAAAAzAQCABBUaW1lcyBOZXcgUm9tYW4A2J/zd+Gf83cgIPV3Jgxm3wQAAAAtAQIABAAAAPABAwAIAAAAMgp9A0oQAQAAADJ5CAAAADIKOwEMFQEAAAAyeQgAAAAyCjsBiAsBAAAAMnkcAAAA+wKA/gAAAAAAAJABAAAAzAQCABBUaW1lcyBOZXcgUm9tYW4A2J/zd+Gf83cgIPV3Jgxm3wQAAAAtAQMABAAAAPABAgAIAAAAMgopBLkPAQAAACl5CAAAADIKKQRGCwEAAAAoeQgAAAAyCucBexQBAAAAKXkIAAAAMgrnATQPAQAAACh5CAAAADIK5wH3CgEAAAApeQgAAAAyCucBhAYBAAAAKHkcAAAA+wIg/wAAAAAAAJABAQAAzAQCABBUaW1lcyBOZXcgUm9tYW4A2J/zd+Gf83cgIPV3Jgxm3wQAAAAtAQIABAAAAPABAwAIAAAAMgqJBPYOAQAAAFl5CAAAADIKWQKjEwEAAABYeQgAAAAyCkcC5BIBAAAAWXkIAAAAMgpHAjQKAQAAAFl5CAAAADIKYAMVAQIAAAB5eBwAAAD7AoD+AAAAAAAAkAEBAADMBAIAEFRpbWVzIE5ldyBSb21hbgDYn/N34Z/zdyAg9XcmDGbfBAAAAC0BAwAEAAAA8AECAAgAAAAyCikEuAsBAAAAWXgIAAAAMgrnAaYPAQAAAFl4CAAAADIK5wH2BgEAAABZeBwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAAAqQoKQ6DxEgDYn/N34Z/zdyAg9XcmDGbfBAAAAC0BAgAEAAAA8AEDAAgAAAAyCikEGA4BAAAAbXgIAAAAMgrnAQYSAQAAAG14CAAAADIK5wFWCQEAAABteAgAAAAyCgADCgABAAAAaHgKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDfJgxm3wAACgAhAIoBAAAAAAMAAAC88xIABAAAAC0BAwAEAAAA8AECAAMAAAAAAA==)

где *![](data:image/x-wmf;base64,183GmgAAAAAAAIAHAAMBCQAAAACQWgEACQAAA0EBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAOABxIAAAAmBg8AGgD/////AAAQAAAAwP///7L///9ABwAAsgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAEBeVXWLO0Dp/v///w0eClkAAAoAAAAAAAQAAAAtAQAACAAAADIKOwI6AAEAAADleQgAAAAyCiAC/AIBAAAALXkcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///90eCg4AAAoAAAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgp0AVwGAQAAADJ5CAAAADIKIALSBQEAAAApeQgAAAAyCiACfAEBAAAAKHkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///w0eCloAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgqxAqwEAQAAAFl5CAAAADIKIALuAQEAAABZHRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAAAQF5VdYs7QOn+////3R4KDwAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCiAC3wMBAAAAbXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQB3SACKAQAACgAGAAAASACKAQAAAADo7xgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)* – сумма квадратов отклонений индивидуальных значений *Y* от общей средней арифметической *μY*; ![](data:image/x-wmf;base64,183GmgAAAAAAAIAIAAMBCQAAAACQVQEACQAAA0EBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAOACBIAAAAmBg8AGgD/////AAAQAAAAwP///7L///9ACAAAsgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdtoPCsFYy1YAFPEYADiCh3aAAYt2qg9m1QQAAAAtAQAACAAAADIKOwI6AAEAAADleQgAAAAyCiACBAMBAAAALXkcAAAA+wKA/gAAAAAAAJABAAAAzAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYADiCh3aAAYt2qg9m1QQAAAAtAQEABAAAAPABAAAIAAAAMgp0AW0HAQAAADJ5CAAAADIKIALdBgEAAAApeQgAAAAyCiACfgEBAAAAKHkcAAAA+wKA/gAAAAAAAJABAQAAzAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYADiCh3aAAYt2qg9m1QQAAAAtAQAABAAAAPABAQAIAAAAMgqxAsIEAgAAAFlYCAAAADIKIALwAQEAAABZWBwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB2Ww4Kq5jLVgAU8RgAOIKHdoABi3aqD2bVBAAAAC0BAQAEAAAA8AEAAAgAAAAyCiAC7gMBAAAAbVgKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDVqg9m1QAACgA4AIoBAAAAAAAAAAAs8xgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) – сумма квадратов отклонений вариант от групповых средних ![](data:image/x-wmf;base64,183GmgAAAAAAAKACIAIDCQAAAACSXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAKgAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gAgAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAQAAzAQCABBUaW1lcyBOZXcgUm9tYW4A2J/zd+Gf83cgIPV3vQhmBAQAAAAtAQAACAAAADIK4AEyAQIAAABZWBwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAAAaA4KFqDxEgDYn/N34Z/zdyAg9Xe9CGYEBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABQAABAAAAbVgKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAEvQhmBAAACgAhAIoBAAAAAAAAAAC88xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==), соответствующих определенным, фиксированным значениям независимой переменной *X*.

Для вычисления корреляционного отношения значения независимого признака *X* располагают по ранжиру в возрастающем порядке и разбивают весь ряд наблюдений на 4–7 групп с таким расчетом, чтобы в каждой группе по ряду *X* было не менее двух наблюдений. Затем определяют общую среднюю *μY*, групповые средние ![](data:image/x-wmf;base64,183GmgAAAAAAAMACQAIACQAAAACRXgEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALAAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+AAgAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAzAQCABBUaW1lcyBOZXcgUm9tYW4A2J/zd+Gf83cgIPV3qQxmJwQAAAAtAQAACAAAADIK8gHVAQEAAABYeQgAAAAyCuABGgEBAAAAWXkcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAAFIMCpe04RIA2J/zd+Gf83cgIPV3qQxmJwQAAAAtAQEABAAAAPABAAAIAAAAMgqAAUAAAQAAAG15CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AJ6kMZicAAAoAIQCKAQAAAAAAAAAA0OMSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=), соответствующие каждой фиксированной группе *X*, и суммы квадратов отклонений для общего ![](data:image/x-wmf;base64,183GmgAAAAAAAOAHgAIBCQAAAABwWwEACQAAA60BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgALgBxIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+gBwAANwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wLA/QAAAAAAAJABAAAAAgACABBTeW1ib2wAAKkMCvVA8RIA2J/zd+Gf83cgIPV3qQpmKQQAAAAtAQAACAAAADIK+QE3AAEAAADleRwAAAD7AoD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAApwsKt0DxEgDYn/N34Z/zdyAg9XepCmYpBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABsgMBAAAALXkcAAAA+wIg/wAAAAAAAJABAAAAzAQCABBUaW1lcyBOZXcgUm9tYW4A2J/zd+Gf83cgIPV3qQpmKQQAAAAtAQAABAAAAPABAQAIAAAAMgr0AP8GAQAAADJ5HAAAAPsCgP4AAAAAAACQAQAAAMwEAgAQVGltZXMgTmV3IFJvbWFuANif83fhn/N3ICD1d6kKZikEAAAALQEBAAQAAADwAQAACAAAADIKoAFuBgEAAAApeQgAAAAyCqAB+wEBAAAAKHkcAAAA+wIg/wAAAAAAAJABAQAAzAQCABBUaW1lcyBOZXcgUm9tYW4A2J/zd+Gf83cgIPV3qQpmKQQAAAAtAQAABAAAAPABAQAIAAAAMgoAAqsFAQAAAFl5HAAAAPsCgP4AAAAAAACQAQEAAMwEAgAQVGltZXMgTmV3IFJvbWFuANif83fhn/N3ICD1d6kKZikEAAAALQEBAAQAAADwAQAACAAAADIKoAFtAgEAAABZeRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAAAqQwK+EDxEgDYn/N34Z/zdyAg9XepCmYpBAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABzQQBAAAAbXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQApqQpmKQAACgAhAIoBAAAAAAEAAABc8xIABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) и группового ![](data:image/x-wmf;base64,183GmgAAAAAAAKAIgAIBCQAAAAAwVAEACQAAA7UBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAKgCBIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9gCAAANwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wLA/QAAAAAAAJABAAAAAgACABBTeW1ib2wAAIoLCkSg8RIA2J/zd+Gf83cgIPV31gtmHQQAAAAtAQAACAAAADIK+QE3AAEAAADleRwAAAD7AoD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAAAQoKS6DxEgDYn/N34Z/zdyAg9XfWC2YdBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABsgMBAAAALXkcAAAA+wIg/wAAAAAAAJABAAAAzAQCABBUaW1lcyBOZXcgUm9tYW4A2J/zd+Gf83cgIPV31gtmHQQAAAAtAQAABAAAAPABAQAIAAAAMgr0ANMHAQAAADJ5HAAAAPsCgP4AAAAAAACQAQAAAMwEAgAQVGltZXMgTmV3IFJvbWFuANif83fhn/N3ICD1d9YLZh0EAAAALQEBAAQAAADwAQAACAAAADIKoAFCBwEAAAApeQgAAAAyCqAB+wEBAAAAKHkcAAAA+wIg/wAAAAAAAJABAQAAzAQCABBUaW1lcyBOZXcgUm9tYW4A2J/zd+Gf83cgIPV31gtmHQQAAAAtAQAABAAAAPABAQAIAAAAMgoSAmoGAQAAAFh5CAAAADIKAAKrBQEAAABZeRwAAAD7AoD+AAAAAAAAkAEBAADMBAIAEFRpbWVzIE5ldyBSb21hbgDYn/N34Z/zdyAg9XfWC2YdBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABbQIBAAAAWXkcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAAIoLCkeg8RIA2J/zd+Gf83cgIPV31gtmHQQAAAAtAQAABAAAAPABAQAIAAAAMgqgAc0EAQAAAG15CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AHdYLZh0AAAoAIQCKAQAAAAABAAAAvPMSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=) варьирования признака *Y*.

При большом объеме наблюдений (*n*>30) определяется сумма квадратов отклонений группового варьирования ![](data:image/x-wmf;base64,183GmgAAAAAAAEAJgAIBCQAAAADQVQEACQAAA5kBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAJACRIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8ACQAANwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wLA/QAAAAAAAJABAAAAAgACABBTeW1ib2wAALEJCnq04RIA2J/zd+Gf83cgIPV3dgpmEAQAAAAtAQAACAAAADIK+QE3AAEAAADleRwAAAD7AoD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAAagoKlLThEgDYn/N34Z/zdyAg9Xd2CmYQBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABLgUBAAAALXkcAAAA+wIg/wAAAAAAAJABAAAAzAQCABBUaW1lcyBOZXcgUm9tYW4A2J/zd+Gf83cgIPV3dgpmEAQAAAAtAQAABAAAAPABAQAIAAAAMgr0AG4IAQAAADJ5HAAAAPsCgP4AAAAAAACQAQAAAMwEAgAQVGltZXMgTmV3IFJvbWFuANif83fhn/N3ICD1d3YKZhAEAAAALQEBAAQAAADwAQAACAAAADIKoAHhBwEAAAApeQgAAAAyCqAB+QEBAAAAKHkcAAAA+wIg/wAAAAAAAJABAQAAzAQCABBUaW1lcyBOZXcgUm9tYW4A2J/zd+Gf83cgIPV3dgpmEAQAAAAtAQAABAAAAPABAQAIAAAAMgoAAiIHAQAAAFl5CAAAADIKEgIeBAEAAABYeQgAAAAyCgACYwMBAAAAWXkcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAAGoKCpa04RIA2J/zd+Gf83cgIPV3dgpmEAQAAAAtAQEABAAAAPABAAAIAAAAMgqgAUgGAQAAAG15CAAAADIKoAGJAgEAAABteQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtABB2CmYQAAAKACEAigEAAAAAAAAAANDjEgAEAAAALQEAAAQAAADwAQEAAwAAAAAA), сумма квадратов отклонений общего варьирования ![](data:image/x-wmf;base64,183GmgAAAAAAAMAHgAIBCQAAAABQWwEACQAAA60BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgALABxIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+ABwAANwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wLA/QAAAAAAAJABAAAAAgACABBTeW1ib2wAAHYKCnu04RIA2J/zd+Gf83cgIPV3bwpmZAQAAAAtAQAACAAAADIK+QE3AAEAAADleRwAAAD7AoD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAAZgoKCrThEgDYn/N34Z/zdyAg9XdvCmZkBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABrwMBAAAALXkcAAAA+wIg/wAAAAAAAJABAAAAzAQCABBUaW1lcyBOZXcgUm9tYW4A2J/zd+Gf83cgIPV3bwpmZAQAAAAtAQAABAAAAPABAQAIAAAAMgr0AO8GAQAAADJ5HAAAAPsCgP4AAAAAAACQAQAAAMwEAgAQVGltZXMgTmV3IFJvbWFuANif83fhn/N3ICD1d28KZmQEAAAALQEBAAQAAADwAQAACAAAADIKoAFiBgEAAAApeQgAAAAyCqAB+QEBAAAAKHkcAAAA+wIg/wAAAAAAAJABAQAAzAQCABBUaW1lcyBOZXcgUm9tYW4A2J/zd+Gf83cgIPV3bwpmZAQAAAAtAQAABAAAAPABAQAIAAAAMgoAAqMFAQAAAFl5HAAAAPsCgP4AAAAAAACQAQEAAMwEAgAQVGltZXMgTmV3IFJvbWFuANif83fhn/N3ICD1d28KZmQEAAAALQEBAAQAAADwAQAACAAAADIKoAFrAgEAAABZeRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAAAdgoKfrThEgDYn/N34Z/zdyAg9XdvCmZkBAAAAC0BAAAEAAAA8AEBAAgAAAAyCqAByQQBAAAAbXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQBkbwpmZAAACgAhAIoBAAAAAAEAAADQ4xIABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) и вычисляется корреляционное отношение по формуле:

![](data:image/x-wmf;base64,183GmgAAAAAAACAOIAUACQAAAAARVQEACQAAA2MCAAAEABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAUgDhIAAAAmBg8AGgD/////AAAQAAAAwP///67////gDQAAzgQAAAsAAAAmBg8ADABNYXRoVHlwZQAAEAEIAAAA+gIAAAEAAAAAAAAABAAAAC0BAAAFAAAAFAKgApcEBQAAABMCoAKsDQUAAAAUAioDkwMFAAAAEwIOA8wDCAAAAPoCAAACAAAAAAAAAAQAAAAtAQEABQAAABQCDwPMAwUAAAATAtYEIgQEAAAALQEAAAUAAAAUAtYEIgQFAAAAEwJSAHkEBQAAABQCUgB5BAUAAAATAlIAzA0cAAAA+wLA/QAAAAAAAJABAAAAAgACABBTeW1ib2wAAIUKClug8RIA2J/zd+Gf83cgIPV3+glmZgQAAAAtAQIACAAAADIKgQRwBQEAAADleQgAAAAyCkICrgQBAAAA5XkcAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAAQKCjyg8RIA2J/zd+Gf83cgIPV3+glmZgQAAAAtAQMABAAAAPABAgAIAAAAMgooBPIIAQAAAC15CAAAADIK6QG1CQEAAAAteQgAAAAyCgADXQIBAAAAPXkcAAAA+wIg/wAAAAAAAJABAAAAzAQCABBUaW1lcyBOZXcgUm9tYW4A2J/zd+Gf83cgIPV3+glmZgQAAAAtAQIABAAAAPABAwAIAAAAMgp8A0QMAQAAADJ5CAAAADIKPQEHDQEAAAAyeRwAAAD7AoD+AAAAAAAAkAEAAADMBAIAEFRpbWVzIE5ldyBSb21hbgDYn/N34Z/zdyAg9Xf6CWZmBAAAAC0BAwAEAAAA8AECAAgAAAAyCigEtQsBAAAAKXkIAAAAMgooBDAHAQAAACh5CAAAADIK6QF4DAEAAAApeQgAAAAyCukBbgYBAAAAKHkcAAAA+wIg/wAAAAAAAJABAQAAzAQCABBUaW1lcyBOZXcgUm9tYW4A2J/zd+Gf83cgIPV3+glmZgQAAAAtAQIABAAAAPABAwAIAAAAMgqIBPQKAQAAAFl5CAAAADIKSQK3CwEAAABZeQgAAAAyClsClwgBAAAAWHkIAAAAMgpJAtoHAQAAAFl5CAAAADIKYAMTAQIAAAB5eBwAAAD7AoD+AAAAAAAAkAEBAADMBAIAEFRpbWVzIE5ldyBSb21hbgDYn/N34Z/zdyAg9Xf6CWZmBAAAAC0BAwAEAAAA8AECAAgAAAAyCigEogcBAAAAWXgcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAAIUKCl6g8RIA2J/zd+Gf83cgIPV3+glmZgQAAAAtAQIABAAAAPABAwAIAAAAMgooBBgKAQAAAG14CAAAADIK6QHbCgEAAABteAgAAAAyCukB/gYBAAAAbXgIAAAAMgoAAwoAAQAAAGh4CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AZvoJZmYAAAoAIQCKAQAAAAADAAAAvPMSAAQAAAAtAQMABAAAAPABAgADAAAAAAA=)

Сумма квадратов отклонений групповых средних ![](data:image/x-wmf;base64,183GmgAAAAAAAMACQAIACQAAAACRXgEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALAAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+AAgAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAzAQCABBUaW1lcyBOZXcgUm9tYW4A2J/zd+Gf83cgIPV3qQxmJwQAAAAtAQAACAAAADIK8gHVAQEAAABYeQgAAAAyCuABGgEBAAAAWXkcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAAFIMCpe04RIA2J/zd+Gf83cgIPV3qQxmJwQAAAAtAQEABAAAAPABAAAIAAAAMgqAAUAAAQAAAG15CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AJ6kMZicAAAoAIQCKAQAAAAAAAAAA0OMSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=) от общей средней *μY* (групповое варьирование) характеризует ту часть варьирования признака *Y*, которая связана с изменчивостью признака *X*. Сумма квадратов разностей между каждой величиной и общей средней *μY*, т. е. ![](data:image/x-wmf;base64,183GmgAAAAAAAMAHgAIBCQAAAABQWwEACQAAA60BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgALABxIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+ABwAANwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wLA/QAAAAAAAJABAAAAAgACABBTeW1ib2wAAHYKCnu04RIA2J/zd+Gf83cgIPV3bwpmZAQAAAAtAQAACAAAADIK+QE3AAEAAADleRwAAAD7AoD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAAZgoKCrThEgDYn/N34Z/zdyAg9XdvCmZkBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABrwMBAAAALXkcAAAA+wIg/wAAAAAAAJABAAAAzAQCABBUaW1lcyBOZXcgUm9tYW4A2J/zd+Gf83cgIPV3bwpmZAQAAAAtAQAABAAAAPABAQAIAAAAMgr0AO8GAQAAADJ5HAAAAPsCgP4AAAAAAACQAQAAAMwEAgAQVGltZXMgTmV3IFJvbWFuANif83fhn/N3ICD1d28KZmQEAAAALQEBAAQAAADwAQAACAAAADIKoAFiBgEAAAApeQgAAAAyCqAB+QEBAAAAKHkcAAAA+wIg/wAAAAAAAJABAQAAzAQCABBUaW1lcyBOZXcgUm9tYW4A2J/zd+Gf83cgIPV3bwpmZAQAAAAtAQAABAAAAPABAQAIAAAAMgoAAqMFAQAAAFl5HAAAAPsCgP4AAAAAAACQAQEAAMwEAgAQVGltZXMgTmV3IFJvbWFuANif83fhn/N3ICD1d28KZmQEAAAALQEBAAQAAADwAQAACAAAADIKoAFrAgEAAABZeRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAAAdgoKfrThEgDYn/N34Z/zdyAg9XdvCmZkBAAAAC0BAAAEAAAA8AEBAAgAAAAyCqAByQQBAAAAbXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQBkbwpmZAAACgAhAIoBAAAAAAEAAADQ4xIABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==), характеризует общее варьирование признака *Y*.

При функциональной зависимости *Y* от *X* корреляционное отношение равно единице; если оно равно нулю, то показывает некоррелированность *Y* от *X*; при промежуточном характере корреляционной зависимости корреляционное отношение заключено в пределах: 0 < *ηyx* < 1.

Чем ближе к единице, тем сильнее функциональная зависимость *Y* от *X*, и, наоборот, чем ближе *ηyx* к нулю, тем слабее выражена эта зависимость.

Отношение сумм квадратов группового варьирования к общему, т.е. ![](data:image/x-wmf;base64,183GmgAAAAAAACACgAICCQAAAACzXgEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAIgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f////gAQAANwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wIg/wAAAAAAAJABAAAAzAQCABBUaW1lcyBOZXcgUm9tYW4A2J/zd+Gf83cgIPV3ugpmAQQAAAAtAQAACAAAADIK9AAfAQEAAAAyeRwAAAD7AiD/AAAAAAAAkAEBAADMBAIAEFRpbWVzIE5ldyBSb21hbgDYn/N34Z/zdyAg9Xe6CmYBBAAAAC0BAQAEAAAA8AEAAAgAAAAyCgACFQECAAAAeXgcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAAGwIClOg8RIA2J/zd+Gf83cgIPV3ugpmAQQAAAAtAQAABAAAAPABAQAIAAAAMgqgAQoAAQAAAGh4CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AAboKZgEAAAoAIQCKAQAAAAABAAAAvPMSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=), имеет самостоятельное значение. Оно показывает ту долю варьирования признака *Y*, которая обусловлена степенью вариаций признака *X*. Эта величина, называемая коэффициентом детерминации, определяет долю вариации *Y* под влиянием *X*.

Корреляционное отношение измеряет степень криволинейных и прямолинейных связей.

**Криволинейная связь между признаками** – это такая связь, при которой равномерным изменениям первого признака соответствуют неравномерные изменения второго, причем эта неравномерность имеет определенный закономерный характер.

При графическом изображении криволинейных связей, когда по оси абсцисс откладывают значения первого признака, а по оси ординат – значения второго признака и полученные точки соединяют, получают изогнутые линии. Характер изогнутости зависит от природы коррелируемых признаков.

По виду линии на графике можно определить характер связи (прямолинейная или криволинейная).

Степень статистической зависимости одного признака от другого можно определить, сопоставляя разнообразие этих признаков.

В тех случаях, когда первый признак принимает разные значения, а второй признак остается неизменным, можно заключить, что разнообразие второго признака не зависит от разнообразия первого и связь между ними равна нулю.

Если при значительном разнообразии первого признака второй имеет незначительное разнообразие, можно заключить, что статистическая связь между разнообразием обоих признаков имеется, но она небольшая.

В тех случаях, когда при изменениях первого признака второй признак изменяется часто и значительно, можно сделать вывод о большой связи изменений обоих признаков.

Поэтому для получения показателя криволинейной связи можно определить численно степень разнообразия второго признака при определенном разнообразии первого. Делается это при помощи ряда частных средних, рассчитанных для второго признака при разных значениях первого. Обозначаются частные средние второго признака по первому символом *μ2-1*. Получение таких средних можно показать на следующем простом **примере**.

Имеется группа из 6 особей, у каждой особи измерено два признака (первый и второй). В результате получены следующие два ряда значений:

*X1* 4 4 6 6 8 8

*X2* 8 4 14 18 4 12.

Как видно, особи по первому признаку могут быть разбиты на группы с одинаковым значением этого первого признака (4, 6 и 8). В каждой такой группе будет по 2 особи.

У первых двух особей первый признак имеет одинаковое значение, второй признак у них неодинаков: у одной особи он равен 8, у другой: 4.

Если взять среднюю из этих значений, то это и будет частная средняя второго признака при определенном значении первого:
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Вторые две особи с одинаковым значением первого признака (6) имеют неодинаковый второй признак (14 и 18). В этом случае частная средняя:
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И, наконец, две особи третьей группы имеют одинаковое значение первого признака – 8, второй признак у одной особи равен 4, а у другой: 12. В данном случае частная средняя второго признака по первому:
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Теперь к имеющимся двумя рядам можно приписать третий ряд – ряд частных средних второго признака по первому:

*X1* 4 4 6 6 8 8

*X2* 8 4 14 18 4 12

*μ2-1*  6 6 16 16 8 8.

Простое сопоставление полученного ряда частных средних второго признака с рядом первого признака показывает, что второй признак не остается неизмененным при изменениях первого.

При изменении первого признака на одну и ту же величину (2) второй признак сначала резко увеличивается с 6 до 16, а потом столь же резко уменьшается с 16 до 8. При не очень большом разнообразии первого признака (от 4 до 8) разнообразие второго, судя по разнообразию частных средних, получилось довольно значительным: от 6 до 16, что, конечно, указывает на большую связь второго признака с первым, или на большую зависимость второго признака от первого.

Степень разнообразия частных средних можно выразить не только лимитами, но и более точным показателем – суммой квадратов центральных отклонений, или дисперсией. Для получения дисперсии надо рассчитать общую среднюю для всех частных средних второго признака μ2, затем для каждой из них определить центральное отклонение *D2-1 = μ2-1 – μ2*, полученные величины возвести в квадрат и результат сложить:
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В разбираемом примере этот расчет показан в последних нескольких строках таблицы 1.

Сумма центральных отклонений для ряда частных средних второго признака по первому ![](data:image/x-wmf;base64,183GmgAAAAAAAMAEgAIBCQAAAABQWAEACQAAAzEBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgALABBIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+ABAAANwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wLA/QAAAAAAAJABAAAAAgACABBTeW1ib2wAd0AAAABnCwod6arHd/Kqx3fgl8p3AAAwAAQAAAAtAQAACAAAADIK+QE3AAEAAADleRwAAAD7AiD/AAAAAAAAkAEAAAACAAIAEFN5bWJvbAB3QAAAAPcCCl7pqsd38qrHd+CXyncAADAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCgACmQMBAAAALXkcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A6arHd/Kqx3fgl8p3AAAwAAQAAAAtAQAABAAAAPABAQAIAAAAMgr0AEADAQAAADJ5CAAAADIKAAIIBAEAAAAxeQgAAAAyCgACHwMBAAAAMnkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A6arHd/Kqx3fgl8p3AAAwAAQAAAAtAQEABAAAAPABAAAIAAAAMgqgARECAQAAAER5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AAAAACgAhAIoBAAAAAAAAAAB05BIAfq/HdwQAAAAtAQAABAAAAPABAQADAAAAAAA=) = 112. Это – величина именованная и поэтому имеет значение только для небольшой группы, которая доступна изучению.

Таблица 1 – Расчет дисперсий

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| X1 | 4 | 4 | 6 | 6 | 8 | 8 |  |
| X2 | 8 | 4 | 14 | 18 | 4 | 12 | μ2 = 60/6 = 10 |
| μ2-1 | 6 | 6 | 16 | 16 | 8 | 8 |  |
| D2-1=(μ2-1 – μ2) | –4 | –4 | +6 | +6 | –2 | –2 |  |
| =(μ2-1 – μ2)2 | 16 | 16 | 36 | 36 | 4 | 4 | =112 |
| D2=(X2 – μ2) | –2 | –6 | +4 | +8 | –6 | +2 |  |
| =(X2 – μ2)2 | 4 | 36 | 16 | 64 | 36 | 4 | =160 |

Чтобы выяснить, насколько велика эта величина, необходимо отнести ее к сумме центральных отклонений по всему второму признаку ![](data:image/x-wmf;base64,183GmgAAAAAAAAAEgAICCQAAAACTWAEACQAAA/0AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAIABBIAAAAmBg8AGgD/////AAAQAAAAwP///7f////AAwAANwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wLA/QAAAAAAAJABAAAAAgACABBTeW1ib2wAAPIHCsWg8RIA2J/zd+Gf83cgIPV3aAdmUAQAAAAtAQAACAAAADIK+QE3AAEAAADleRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgDYn/N34Z/zdyAg9XdoB2ZQBAAAAC0BAQAEAAAA8AEAAAgAAAAyCvQAOQMBAAAAMnkIAAAAMgoAAhgDAQAAADJ5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuANif83fhn/N3ICD1d2gHZlAEAAAALQEAAAQAAADwAQEACAAAADIKoAENAgEAAABEeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAFBoB2ZQAAAKACEAigEAAAAAAQAAALzzEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA), которая рассчитывается обычным путем по разностям между каждым значением признака и общей средней изучаемого признака ![](data:image/x-wmf;base64,183GmgAAAAAAACAEgAIBCQAAAACwWAEACQAAA/0AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAIgBBIAAAAmBg8AGgD/////AAAQAAAAwP///7f////gAwAANwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wLA/QAAAAAAAJABAAAAAgACABBTeW1ib2wAd0AAAADBAgrz6arHd/Kqx3fgl8p3AAAwAAQAAAAtAQAACAAAADIK+AE3AAEAAADleRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgDpqsd38qrHd+CXyncAADAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCvQAPAMBAAAAMnkIAAAAMgoAAhsDAQAAADJ5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAOmqx3fyqsd34JfKdwAAMAAEAAAALQEAAAQAAADwAQEACAAAADIKoAEHAgEAAABEeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAAAAAoAIQCKAQAAAAABAAAAdOQSAH6vx3cEAAAALQEBAAQAAADwAQAAAwAAAAAA)=160.

Это значит, что степень разнообразия второго признака, связанная с изменчивостью всех факторов, влияющих на его развитие, выражается для разбираемого примера числом 160.

Разнообразие этого же признака, происшедшее в связи с тем, что первый признак принимал различные, постепенно увеличивающиеся значения, выражается меньшим числом ![](data:image/x-wmf;base64,183GmgAAAAAAAMAEgAIBCQAAAABQWAEACQAAAzEBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgALABBIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+ABAAANwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wLA/QAAAAAAAJABAAAAAgACABBTeW1ib2wAd0AAAABnCwod6arHd/Kqx3fgl8p3AAAwAAQAAAAtAQAACAAAADIK+QE3AAEAAADleRwAAAD7AiD/AAAAAAAAkAEAAAACAAIAEFN5bWJvbAB3QAAAAPcCCl7pqsd38qrHd+CXyncAADAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCgACmQMBAAAALXkcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A6arHd/Kqx3fgl8p3AAAwAAQAAAAtAQAABAAAAPABAQAIAAAAMgr0AEADAQAAADJ5CAAAADIKAAIIBAEAAAAxeQgAAAAyCgACHwMBAAAAMnkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A6arHd/Kqx3fgl8p3AAAwAAQAAAAtAQEABAAAAPABAAAIAAAAMgqgARECAQAAAER5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AAAAACgAhAIoBAAAAAAAAAAB05BIAfq/HdwQAAAAtAQAABAAAAPABAQADAAAAAAA=) **=** 112. Отношение этих двух показателей – частного и общего разнообразия – есть квадрат корреляционного отношения второго признака по первому:

![](data:image/x-wmf;base64,183GmgAAAAAAAOAPwAQACQAAAAAxVQEACQAAA0cCAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwATgDxIAAAAmBg8AGgD/////AAAQAAAAwP///7r///+gDwAAegQAAAsAAAAmBg8ADABNYXRoVHlwZQAAAAEIAAAA+gIAAAEAAAAAAAAABAAAAC0BAAAFAAAAFAJgAvsDBQAAABMCYAJ4CAUAAAAUAmACCQoFAAAAEwJgAkcMHAAAAPsCgP4AAAAAAACQAQAAAMwEAgAQVGltZXMgTmV3IFJvbWFuANif83fhn/N3ICD1d7AJZjYEAAAALQEBAAgAAAAyCsAC5g4BAAAAN3kIAAAAMgrAAoYOAQAAACx5CAAAADIKwALMDQEAAAAweQkAAAAyCusD+QkDAAAAMTYwZQkAAAAyCtAB+QkDAAAAMTEyZRwAAAD7AiD/AAAAAAAAkAEAAADMBAIAEFRpbWVzIE5ldyBSb21hbgDYn/N34Z/zdyAg9XewCWY2BAAAAC0BAgAEAAAA8AEBAAgAAAAyCkADcAcBAAAAMjEIAAAAMgpMBE8HAQAAADIxCAAAADIK8QAYBwEAAAAyMQgAAAAyCv0B2gcBAAAAMTEIAAAAMgr9AfcGAQAAADIxCAAAADIKFAInAQEAAAAyMQgAAAAyCiAD7AEBAAAAMTEIAAAAMgogAwkBAQAAADIxHAAAAPsCgP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAABZCwq5oPESANif83fhn/N3ICD1d7AJZjYEAAAALQEBAAQAAADwAQIACAAAADIKwAKqDAEAAAA9MQgAAAAyCsAC2wgBAAAAPTEIAAAAMgrAAs0CAQAAAD0xHAAAAPsCwP0AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAC9CwpJoPESANif83fhn/N3ICD1d7AJZjYEAAAALQECAAQAAADwAQEACAAAADIKRQRqBAEAAADlMQgAAAAyCvYBEgQBAAAA5TEcAAAA+wIg/wAAAAAAAJABAAAAAgACABBTeW1ib2wAAFkLCrqg8RIA2J/zd+Gf83cgIPV3sAlmNgQAAAAtAQEABAAAAPABAgAIAAAAMgr9AW4HAQAAAC0xCAAAADIKIAOAAQEAAAAtMRwAAAD7AoD+AAAAAAAAkAEBAADMBAIAEFRpbWVzIE5ldyBSb21hbgDYn/N34Z/zdyAg9XewCWY2BAAAAC0BAgAEAAAA8AEBAAgAAAAyCuwDOwYBAAAARDEIAAAAMgqdAeMFAQAAAEQxHAAAAPsCgP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAABZCwq7oPESANif83fhn/N3ICD1d7AJZjYEAAAALQEBAAQAAADwAQIACAAAADIKwAIKAAEAAABoMQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtADawCWY2AAAKACEAigEAAAAAAgAAALzzEgAEAAAALQECAAQAAADwAQEAAwAAAAAA).

Корреляционное отношение второго признака по первому для рассматриваемого примера
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Величина корреляционного отношения не может быть больше единицы и меньше нуля: этот показатель не может быть отрицательным.

Значение ![](data:image/x-wmf;base64,183GmgAAAAAAAMAGgAIACQAAAABRWgEACQAAA2UBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgALABhIAAAAmBg8AGgD/////AAAQAAAAwP///7H///+ABgAAMQIAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAzAQCABBUaW1lcyBOZXcgUm9tYW4A2J/zd+Gf83cgIPV30hRmqAQAAAAtAQAACAAAADIK4AECBQIAAAA4NAgAAAAyCuABrgQBAAAALDQIAAAAMgrgAfQDAQAAADA0HAAAAPsCIP8AAAAAAACQAQAAAMwEAgAQVGltZXMgTmV3IFJvbWFuANif83fhn/N3ICD1d9IUZqgEAAAALQEBAAQAAADwAQAACAAAADIKQALcAQEAAAAxNAgAAAAyCkACAQEBAAAAMjQcAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAEAQCjyg8RIA2J/zd+Gf83cgIPV30hRmqAQAAAAtAQAABAAAAPABAQAIAAAAMgrgAcMCAQAAAD00HAAAAPsCIP8AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAC7DgouoPESANif83fhn/N3ICD1d9IUZqgEAAAALQEBAAQAAADwAQAACAAAADIKQAJ0AQEAAAAtNBwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAAAQBAKPaDxEgDYn/N34Z/zdyAg9XfSFGaoBAAAAC0BAAAEAAAA8AEBAAgAAAAyCuABCgABAAAAaDQKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQCo0hRmqAAACgAhAIoBAAAAAAEAAAC88xIABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) свидетельствует о сильной корреляционной связи второго признака с первым.

Может возникнуть вопрос – зачем понадобился новый показатель; нельзя ли в этом случае измерить степень связи при помощи основного показателя – коэффициента корреляции?

Для решения этого вопроса достаточно рассчитать коэффициент корреляции для случая явно криволинейной связи, например, для только что изученной группы из 6 особей (таблица 2).

Таблица 2 – Малый коэффициент корреляции при большой криволинейной связи

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| X1 | 4 | 4 | 6 | 6 | 8 | 8 | ΣX1=36 =232–362/6=16 | |
| X2 | 8 | 4 | 14 | 18 | 4 | 12 | ΣX2=60 =760–602/6=160 | |
|  | 16 | 16 | 36 | 36 | 64 | 64 | Σ=232 |  |
|  | 64 | 16 | 196 | 324 | 16 | 144 | Σ=760 |
| X1*⋅*X2 | 32 | 16 | 84 | 108 | 32 | 96 | ΣX1⋅X2=368 |

## 

Получился очень малый коэффициент корреляции (*r*=+0,16), что находится в явном противоречии и с видом корреляционных рядов и с величиной корреляционного отношения. Объясняется это тем, что коэффициент корреляции не может характеризовать степень криволинейной связи.

## 2 Свойства корреляционного отношения

Корреляционное отношение измеряет степень корреляции при любой ее форме.

Кроме того, корреляционное отношение обладает рядом других свойств, представляющих большой интерес в статистическом анализе корреляционных связей.

В отличие от коэффициента корреляции, который дает одинаковую меру связи признаков (первого со вторым и второго с первым), корреляционное отношение второго признака по первому обычно не бывает равно корреляционному отношению первого признака по второму: ![](data:image/x-wmf;base64,183GmgAAAAAAAEAGgAIBCQAAAADQWgEACQAAA0kBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAJABhIAAAAmBg8AGgD/////AAAQAAAAwP///7H///8ABgAAMQIAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAzAQCABBUaW1lcyBOZXcgUm9tYW4A2J/zd+Gf83cgIPV3cxBmIgQAAAAtAQAACAAAADIKQAKFBQEAAAAyeQgAAAAyCkACoAQBAAAAMXkIAAAAMgpAAuABAQAAADF5CAAAADIKQAIDAQEAAAAyeRwAAAD7AiD/AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAA1hAKBaDxEgDYn/N34Z/zdyAg9XdzEGYiBAAAAC0BAQAEAAAA8AEAAAgAAAAyCkACAwUBAAAALXkIAAAAMgpAAncBAQAAAC15HAAAAPsCgP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAB0Dwr2oPESANif83fhn/N3ICD1d3MQZiIEAAAALQEAAAQAAADwAQEACAAAADIK4AG+AgEAAAC5eRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAAA1hAKBqDxEgDYn/N34Z/zdyAg9XdzEGYiBAAAAC0BAQAEAAAA8AEAAAgAAAAyCuABwAMBAAAAaHkIAAAAMgrgAQoAAQAAAGh5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AInMQZiIAAAoAIQCKAQAAAAAAAAAAvPMSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)

На первый взгляд это кажется невозможным. Казалось бы, между двумя признаками может быть только одна связь, которая в данный; момент всегда равна самой себе, независимо от того, с какого признака мы начинаем ее измерять: от второго к первому или наоборот.

На самом деле, это положение, не всегда подтверждается практикой измерения обратных связей в биологии.

Конечно, если изучается связь между такими парами признаков, как длина и ширина тела, цвет волос и цвет глаз, вес и объем продукта, урожай на соседних делянках, равенство обратных связей не подлежит сомнению.

Однако существуют такие пары коррелируемых признаков, для которых очевидно, что обратные связи не могут быть равны. Например, связь с возрастом различных признаков животных и растений всегда имеет характер односторонней зависимости. Вес, размеры, объем, продуктивность, плодовитость, жизненность имеют явную зависимость от возраста, но сам возраст изменяется совершенно независимо от этих признаков: он регулярно и неотвратимо увеличивается с каждым днем, месяцем, годом. Связь урожая с количеством осадков или с температурой также имеет характер явно односторонней зависимости: урожай связан с температурой воздуха, но температура воздуха не зависит от урожая.

Это неравенство обратных связей между условиями жизни и жизненными функциями и отражается в неравенстве двух обратных корреляционных отношений.

Неравенство обратных связей может быть столь велико, что одно из корреляционных отношений, например второго признака по первому, может иметь достаточную величину, а другое (первого признака по второму) равно нулю.

**3 Ошибка репрезентативности корреляционного отношения**

Еще не разработано точной формулы ошибки репрезентативности корреляционного отношения. Обычно приводимая в учебниках формула имеет недостатки, которыми не всегда можно пренебречь. Эта формула не учитывает числа классов, по которым рассчитывается корреляционное отношение:
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Если один и тот же материал разбить по первому признаку (аргументу) на большое или малое число классов, то это различие в числе классов очень заметно скажется на величине выборочного показателя криволинейной связи и на его достоверности.

В настоящее время можно использовать примерное значение ошибки не самого корреляционного отношения, а его квадрата η2:

![](data:image/x-wmf;base64,183GmgAAAAAAAEAMIAQACQAAAABxVgEACQAAA1MCAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIARADBIAAAAmBg8AGgD/////AAAQAAAAwP///7b///8ADAAA1gMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAcAAAA+wKZ/eMAAAAAAJABAAAAAgACABBTeW1ib2wAAEMKCmZw8BIA2J/zd+Gf83cgIPV3LQpmvgQAAAAtAQAACAAAADIKXwJ1AwEAAAAoeRwAAAD7Apn94wAAAAAAkAEAAAACAAIAEFN5bWJvbAAAOwoKbXDwEgDYn/N34Z/zdyAg9XctCma+BAAAAC0BAQAEAAAA8AEAAAgAAAAyCl8CPQcBAAAAKXkIAAAA+gIAAAEAAAAAAAAABAAAAC0BAAAFAAAAFAIAAlIIBQAAABMCAAL3CxwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDYn/N34Z/zdyAg9XctCma+BAAAAC0BAgAEAAAA8AEBAAgAAAAyCosDCwsBAAAAZ3kIAAAAMgqLA34IAQAAAE55CAAAADIKcAHgCAEAAABneQgAAAAyCmACQAABAAAAc3kcAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAADsKCm5A8RIA2J/zd+Gf83cgIPV3LQpmvgQAAAAtAQEABAAAAPABAgAIAAAAMgqLA+UJAQAAAC15CAAAADIKcAH6CQEAAAAteQgAAAAyCmACvAcBAAAA13kIAAAAMgpgApAEAQAAAC15CAAAADIKYAJRAgEAAAA9eRwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgDYn/N34Z/zdyAg9XctCma+BAAAAC0BAgAEAAAA8AEBAAgAAAAyCnAB5AoBAAAAMXkIAAAAMgpgArIDAQAAADF5HAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuANif83fhn/N3ICD1dy0KZr4EAAAALQEBAAQAAADwAQIACAAAADIKtAGQBgEAAAAyeRwAAAD7AmD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgDYn/N34Z/zdyAg9XctCma+BAAAAC0BAgAEAAAA8AEBAAgAAAAyCo8CZwEBAAAAMnkcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAADsKCnBA8RIA2J/zd+Gf83cgIPV3LQpmvgQAAAAtAQEABAAAAPABAgAIAAAAMgpgAnQFAQAAAGh5HAAAAPsCIP8AAAAAAACQAQEAAAIEAgAQU3ltYm9sAABDCgpqQPESANif83fhn/N3ICD1dy0KZr4EAAAALQECAAQAAADwAQEACAAAADIK8wLFAAEAAABoeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAL4tCma+AAAKACEAigEAAAAAAQAAAFzzEgAEAAAALQEBAAQAAADwAQIAAwAAAAAA)

где: ![](data:image/x-wmf;base64,183GmgAAAAAAACACgAICCQAAAACzXgEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAIgAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b////gAQAAJgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAgAAcAAAA+wJg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A2J/zd+Gf83cgIPV3UApmDwQAAAAtAQAACAAAADIKrwFnAQEAAAAyeRwAAAD7AiD/AAAAAAAAkAEBAAACBAIAEFN5bWJvbAAAVwoKmKDxEgDYn/N34Z/zdyAg9XdQCmYPBAAAAC0BAQAEAAAA8AEAAAgAAAAyChMCxQABAAAAaHkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A2J/zd+Gf83cgIPV3UApmDwQAAAAtAQAABAAAAPABAQAIAAAAMgqAAUAAAQAAAHN5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AD1AKZg8AAAoAIQCKAQAAAAABAAAAvPMSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)– ошибка квадрата корреляционного отношения; *g* – число классов первого признака; *N* – объем выборки.

При использовании этой ошибки для определения критерия достоверности и доверительных границ квадрата корреляционного отношения вместо критерия Стьюдента следует брать преобразованный критерий Фишера (*F*), применяющийся в дисперсионном анализе как критерий достоверности показателей силы влияния.

Критерий, достоверности (*F*) и доверительные границы квадрата корреляционного отношения ![](data:image/x-wmf;base64,183GmgAAAAAAAOABQAIACQAAAACxXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALgARIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+gAQAA9wEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A6arHd/Kqx3fgl8p3AAAwAAQAAAAtAQAACAAAADIK9AAhAQEAAAAyeRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB3QAAAAOwHCgTpqsd38qrHd+CXyncAADAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABCgABAAAAaHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQAAAAAKACEAigEAAAAAAAAAAHTkEgB+r8d3BAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)определяются по следующим формулам:
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В этих формулах:

*F* – критерий достоверности квадрата корреляционного отношения, основанный на применении примерной формулы ошибки этого показателя. Этот критерий в точности равен критерию Фишера;

*![](data:image/x-wmf;base64,183GmgAAAAAAAOABQAIACQAAAACxXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALgARIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+gAQAA9wEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A6arHd/Kqx3fgl8p3AAAwAAQAAAAtAQAACAAAADIK9AAhAQEAAAAyeRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB3QAAAAOwHCgTpqsd38qrHd+CXyncAADAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABCgABAAAAaHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQAAAAAKACEAigEAAAAAAAAAAHTkEgB+r8d3BAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)* – квадрат корреляционного отношения;
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*ν1 = g–*1 – первое число степеней свободы, равное числу классов первого признака без одного;

*ν2 = N–g* – второе число степеней свободы, равное объему корреляционной решетки минус число классов первого признака;
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*Fst* – стандартные значения преобразованного критерия Фишера для трех порогов вероятности безошибочных прогнозов и для двух степеней свободы.

Пример

Получены показатели *N* = 21, *η2* = 0,76, *g* = 5 (число классов первого признака).

Ошибка репрезентативности квадрата корреляционного отношения:
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Критерий достоверности:

*F* = 0,75/0.06 = 12,7; *ν1* = 5–1 = 4; *ν2 =* 21–5 = 16;

*Fst* = (3,0–4,8–7,9).

Возможная погрешность в оценке генерального параметра:
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Доверительные границы квадрата корреляционного отношения:

*η2 =* 0,76 ± 0,18 не более 0,76 + 0,18 = 0,94;

не менее 0,76 – 0,18 = 0,58

Доверительные границы корреляционного отношения:
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## 

## 4 Критерий линейности корреляции

Для определения степени приближения криволинейной зависимости к прямолинейной используется критерий F, вычисляемый по формуле:
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где: *η2* – квадрат корреляционного отношения *Y* по *Х*; *r2* – квадрат коэффициента линейной корреляции; *n –* объем выборки; *kx* – число групп по ряду *X*.

Связь можно практически принять за линейную, если  
*Fфакт < Fтеор*, и определять показатели для прямолинейной корреляции и регрессии. Корреляция нелинейная, если *Fфакт ≥ Fтеор.* Теоретические значения *F* берутся из таблицы приложений для *ν1* = *kx* – 2 и *ν2 = n* – 2 степеней свободы.

Криволинейные зависимости между двумя переменными могут быть выражены в виде кривых линий регрессии и соответствующих им математических уравнений. Эмпирические точки поля регрессии при криволинейной корреляции располагаются около кривых различного типа – парабол, гипербол, логарифмических кривых и т. п.

В общем случае все линии регрессии являются кривыми и рассматриваемая нами ранее линейная регрессия является простейшей зависимостью между двумя признаками.

Основной метод построения математических уравнений: подбор типа формулы и нахождение коэффициента к ней. Статистическая обработка экспериментального материала часто приводит к полиному второй степени:
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